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Abstract 

This paper examines cost efficiency in server-less architectures using queueing models across various types of 

cloud services, including Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Function as a 

Service (FaaS). By modeling these environments as queueing systems, we analyze how different service types, 

request arrival rates, execution times, and resource provisioning strategies impact cost and performance. Our 

findings reveal that each cloud service type offers unique cost advantages depending on the workload 

characteristics and that careful optimization of resource allocation and request management can lead to significant 

cost savings. The study provides actionable insights for organizations looking to optimize their cloud service 

usage, offering a comparative analysis that guides the selection of the most cost-effective server-less solutions 

tailored to specific application needs. Serverless computing has become a popular approach for deploying 

applications due to its scalability and reduced infrastructure management. 

 

Keywords: Queueing Models, Performance Evaluation, Cloud Services, Total Energy Consumed, Total Cost, Energy 

Efficiency. 

 

1 Introduction 

Cloud computing networking represents an emerging commercial infrastructure that pledges to obviate the 

necessity for maintaining expansive computer facilities. Positioned as the next phase in the development of on- 

demand infrastructure technology services, production, maintenance, and other facilities, cloud computing 

networking offers a computing base intended to replace the traditional computing network infrastructure. The 

purpose of this change is to control costs and streamline Providers of cloud computing networks to deliver cloud 

services through one or more distribution systems, encompassing computing, storage, network resources, and 

other functionalities. The performance evaluation requirements of this innovative model pave the way for 

provisioning networking resources on-demand. Cloud computing is feature planning in networking in which 

services occur at different stages in favor of planning in which services are widely onto different phases. 

 

2 Types of Cloud Computing 

Cloud services, accessed over the internet, transform data, applications, and computing management for businesses 

and individuals. This includes Infrastructure as a Service ( IaaS ) for virtualized resources, Platform as a Service 

( PaaS ) providing a development platform, and Software as a Service ( SaaS ) delivering pre-built software 

solutions. In cloud computing, monitoring as a Service ( MaaS ) is under the umbrella of Anything as a Service 

( XaaS ). Cloud services enhance scalability, flexibility, and cost-effectiveness, enabling users to pay for utilized 

resources. Crucial for modern computing, cloud technology promotes innovation, collaboration, and agility across 

industries. In Figure 2.1, specific cloud computing service types were omitted as noted. 
 

Figure 2.1 Classification of Cloud Computing Networks 

 
2.1 Infrastructure as a Service 

Infrastructure as a Service plays a crucial role in cloud computing, offering virtualized resources online. Users 

can flexibly access and oversee servers, storage, and networking through a pay-as-you-go model, enabling 
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organizations to expand their IT capabilities without substantial investments in physical hardware. Infrastructure 

as a Service proves cost-effective by relieving enterprises from on-site hardware maintenance, allowing users to 

focus on application development and business innovation while delegating the intricacies of infrastructure 

management to the cloud. 

 

2.2 Pla orm as a Service 

Platform as a Service, a vital cloud computing model, streamlines application development and deployment. It 

offers a ready-to-use environment, enabling developers to code without handling infrastructure intricacies. This 

accelerates development, promotes collaboration, and simplifies deployment. Abstracting the infrastructure layer, 

PaaS eases scalability and maintenance. Featuring automatic updates and built-in services, it empowers businesses 

for efficient innovation, reducing application time-to-market and optimizing resource usage. PaaS stands as a 

valuable solution for agile and streamlined development. 

 

2.3 So ware as a Service 

Software as a Service is a cloud computing cornerstone that delivers software over the internet, allowing users 

direct access without installation. It eliminates update and hardware management hassles, providing a cost- 

effective, scalable solution. With a subscription model, businesses deploy and use software efficiently, paying for 

consumed services. This enhances accessibility, collaboration, and flexibility, integral to modern business 

operations. SaaS streamlines workflow ensures seamless updates, and offers a user-friendly experience globally. 

 

2.4 Monitoring as a Service 

Monitoring as a Service is a cloud-based solution offering extensive IT infrastructure monitoring. It enables 

remote tracking analysis of performance metrics and issue identification. MaaS provides real-time insights, 

proactive alerts, and historical data to enhance system reliability. With a subscription model, users access tools 

without on-premises infrastructure. Crucial for maintaining a stable IT environment, MaaS supports proactive 

issue resolution, minimizing downtime. Businesses need to prioritize performance with reliability in a streamlined 

and efficient manner. 

 

2.5 Anything as a Service 

Anything as a service is a broad cloud computing category encompassing diverse offerings beyond Infrastructure 

as a Service, Platform as a Service, and Software as a Service. It offers a flexible framework, delivering software 

to infrastructure as services over the internet. This allows businesses to access on-demand resources, tailoring 

solutions to specific needs. Anything as a service promotes scalability, cost-efficiency, and innovation, providing 

a versatile platform for diverse services. As a dynamic concept, Anything as a service continually adapts to 

emerging technological demands, shaping the future of cloud computing. 

 

2.6 Communica on as a Service 

Communication as a Service is a cloud-based model delivering various communication tools over the internet, 

including voice, video, messaging, and collaboration applications. It enables organizations to integrate 

communication solutions without on-premises infrastructure. This scalable and flexible approach fosters efficient 

communication, allowing businesses to adapt to changing needs. Communication as a Service enhances 

collaboration, streamlines communication processes, and improves overall connectivity, making it an essential 

component in the modern digital workplace. 

 

3 Literature Review 

This section explores enhancing cost efficiency in cloud computing through queueing models, utilizing diverse 

services ( IaaS , PaaS , SaaS , MaaS , CaaS , XaaS ). It assesses total energy consumption, costs, and energy 

efficiency. Key indicators such as queue length, waiting time in queue, and utilization factor optimize resource 

allocation. The review provides insights into how queueing models effectively manage energy consumption, costs, 

and operational efficiency across various cloud services, benefiting both practitioners and researchers. Boxma et 

al. [2] address the approximation of mean waiting time in an M/G/s queueing system. This work likely delves 

into developing methods to estimate the average waiting time in queueing systems with general service time 

distributions and multiple servers (s). The findings contribute to queueing theory and system optimization. Cao 

et al. [3] focus on determining the optimal multi-server configuration for maximizing profits. Chaisiri et al. [4] 

focused on the optimization of resource provisioning costs in cloud computing. This study likely explores methods 

and strategies to enhance the efficiency of resource allocation in cloud environments, with a specific emphasis 

on minimizing associated costs. Eisa [5] enhances cloud computing scheduling based on queuing models, while 

Anupama [1] utilizes queuing theory to analyze the performance measures of clouds with infinite servers. The 

work by Wang et al. [20] and Furht [6] provides a perspective on cloud computing as a whole, offering a 
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comprehensive overview of the field. Gross and Harris's [7] fundamentals of queueing theory serve as a reference 

for understanding queueing systems, adding depth to the theoretical framework. Ghose et al. [8] adopt an 

interacting stochastic models approach for end-to-end performability analysis in infrastructure-as-a-service cloud 

environments. Khazaei et al. [9] focused on the performance analysis of cloud computing centers. The study 

employs M/G/m/m+r queueing systems to assess and analyze the efficiency and effectiveness of cloud computing 

environments. This likely involves evaluating resource utilization, response times, and overall system performance 

within cloud centers. Khazaei et al. [10] reappear in the literature, this time focusing on M/G/m/m+r queueing 

systems for performance analysis of cloud computing centers. Kumar and Shinde [11] focused on the performance 

evaluation of bulk arrival and bulk service with multiple servers using a queueing model. This study likely 

delves into assessing the efficiency and outcomes of systems involving bulk arrivals and services with the 

utilization of multiple servers through a queueing model. Lakshmi and Bindhu [12] contribute a queuing model 

aimed at improving the quality of service by reducing waiting times in the cloud. Ma and Mark [13] offer an 

approximation method for the mean queue length in an M/G/c queueing system, enriching the theoretical 

foundations of cloud performance analysis. Mei et al. [14] explored a profit maximization scheme with guaranteed 

quality of service in cloud computing. This study likely delves into developing strategies that balance profit 

objectives for service providers with ensuring and maintaining a specified quality of service in cloud computing 

environments. Praveen et al. [15] examined the utilization of Queueing Theory in Cloud Computing for waiting 

time reduction; this study likely investigates the application of Queueing Theory principles to minimize waiting 

times in the realm of cloud computing services. Adan Resing [16] and Whitt [19], provide essential theoretical 

underpinnings for understanding queueing systems and their applications in cloud environments. Suakant et al. [17] 

addressed the performance measurement of cloud computing services. This study likely involves evaluating and 

assessing the effectiveness and efficiency of various aspects of cloud services to provide insights into their overall 

performance. 

Takahashi's [18] focused on an approximate formula for the mean waiting time in an M/G/c queue, this study 

is presumed to offer a mathematical approach for estimating the average waiting time in a queueing system with 

variable service times and a fixed number of servers. Xong and Perros [21] address service performance and 

analysis in cloud computing, providing valuable insights. Xia et al. [22] explore stochastic modeling and 

performance analysis related to migration-enabled and error-prone cloud environments. The study likely delves 

into understanding the impact of migration processes and error occurrences on the overall performance of cloud 

systems. Zhuravlev et al. [23] present a survey of energy-cognizant scheduling techniques, contributing to the 

broader context of resource optimization in cloud computing. Finally, we described encapsulates a diverse range 

of research efforts, spanning stochastic modeling, performance analysis, queueing theory applications, and profit 

maximization schemes in cloud computing. The findings collectively contribute to a deeper understanding of the 

challenges, optimizations, and theoretical foundations within the dynamic landscape of cloud environments. 

 

4 Optimization of the Cloud Computing 

We described cloud computing networking there are a lot of customers who access the facility. This model 

comprises a cloud structure in Figure 4.1 which can be a facility inside. The service hub has multi-points of 

admission to all types of clientele all over the world. The service hub is an assortment of administration assets 

that are given by the supplier to have all applications for can apply to utilize administration as indicated by the 

various types of mentioning and pays some cash to the supplier of the assistance. Cloud computing supplier 

constructs the service center to be used by clientele, like Flipkart, Amazon, and others which provide several 

kinds of behaviors. In this paper, we use on-request cases. For example, let you pay for registering limit 

continuously/month/day/hour with no extended responsibilities. This liberates the expenses and intricacies of 

preparation, buying, and keeping up with equipment, and programming, and changes what are normally huge 

fixed expenses into a lot more modest variable expenses. 

 

4.1 Study of Cloud Computing Systems. 

We explore the dynamics of a cloud computing system. Typically, an influx of numerous user service requests 

occurs within the information processing system, as depicted in Figure 4.1. Various hubs act as gathering places 

and when client service requirements arise, the cloud computing community responds by offering diverse services 

tailored to users' adaptive needs. This includes considerations for pricing across different services and the operational 

structure of the cloud computing network. 

The service model of cloud computing networks, as depicted in Figure 4.1, can be conceptualized as a queueing 

model illustrated in Figure 4.2. Let's consider a scenario where k users are utilizing n independent service 

stations. The continuous arrival of demands, originating from two or more clients, follows an exponential random 

variable pattern in the cloud computing system. This leads to customer arrivals adhering to a Poisson process 

with an arrival rate λi, distributing requests in the scheduler queue to different computing servers with the arrival 
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rate contingent on the scheduler. In a data center, computing services denoted as S 1 ,   S 2 , S 3,...,   and Sn , and 
a multi-server system with a service rate of α µi  

𝑛 𝑛 
for each  service, the total arrival rate  is λ = ∑ λ and the total service rate  is μ = ∑ αµ .  The 

𝑖 𝑖 
𝑖 = 1 𝑖 = 1 

system's suitability for various types of services to users is confirmed by the observed concept that the service 

rate follows a Poisson process. Therefore, the queueing model is well-suited for the cloud computing networking 

system, accommodating different service types for our users. 
 

Figure 4.1Cloud Computing Networking Model with request 

4.2 Roll of Queue System in Cloud Computing Networking 

Queue systems play a pivotal role in optimizing performance and resource allocation within the realm of cloud 

computing networking. In cloud environments, where numerous users simultaneously access services, efficient 

task management becomes crucial. Queue systems effectively manage and prioritize incoming requests, 

orchestrating the orderly execution of tasks. They contribute to load balancing, ensuring that resources are 

allocated judiciously among various tasks and users. Queue systems enhance the responsiveness and reliability 

of cloud services, preventing bottlenecks and minimizing waiting times. By regulating the flow of tasks, these 

systems enable cloud providers to maintain optimal service levels, even during peak periods. The strategic 

implementation of queue systems in cloud computing networking not only streamlines operations but also 

enhances user satisfaction by promoting a seamless and responsive computing experience. Their role is integral 

in aligning resource utilization with demand, ultimately fostering the efficiency and scalability of cloud computing 

networks. 
 

Figure 4.2 A queueing model of various services in cloud computing networking 

 

5 Mathematical Model 

We have constructed a mathematical model utilizing the M/G/c queueing model for cloud computing networking. 

The model accommodates the global surge in requests and the extensive array of services offered by cloud 

computing networks, with unrestricted sources of clients and queueing model capacity. The mathematical model's 
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steady-state equation is represented as S = {0, 1, 2...}; these equilibrium conditions can be defined from the steady-

state transition probability diagram of the M/G/c model, as shown in Figure 5.1. 

 

Figure 5.1 Steady-state Probability Diagram 

 
From the state-transition diagram, some possibility is when the state is k (0 ≤ n ≤ c). Currently, n services are 

active, while the remaining c-n services are idle. In this scenario, where n is greater than c, c services are occupied, 

leaving n - c users in a waiting state, contributing to the size of the queue. We assume    
 
      ⁄ ,  the queue 

model M/G/c following steady-state equations: 
 

 
In general, 

 

We obtain P 0 from (5.2) and use the normalization condition ∑ 𝑝 𝑛 = 1. in which its solution is 

𝑛 = 0 

 

 

 

 
                                                          (5.3) 

 

We demonstrate the importance of cloud computing system performance in enhancing operational efficiency. This 

encompasses factors such as queue length, waiting time in the system, and queue, along with resource utilization, 

total energy consumption, total cost, and energy efficiency considerations. Through the evaluation and optimization 

of these aspects, we guarantee a smooth service delivery, address user demands, and uphold overall system 

reliability within the dynamic cloud environment. The analysis is supported by the use of specific notations and 

the derivation of mathematical formulas, employing a respected M/G/c  queuing model. 

Ls = Queue length in the system; 

Lq = Queue length in the queue; 

Ws = Waiting time in the system; 

Wq = Waiting time in the queue; 

TEC = total energy consumed; 

EE = energy efficiency; TC = total cost; 

λ = arrival rate in this system; µ = service rate for each user in this system; c= number of servers; ρ= utilization factor. 

Expected Number of Customers in the System  ( ELs ):    

Expected Number of Customers in the Queue ( ELq):   

Expected Time Customers in the System ( EWs): 

Expected Time Customers in the Queue ( EWq):  

Total Energy Consumed ( TEC): 

=   . * 𝑃𝑜𝑤𝑒𝑟  𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑝𝑒𝑟 𝑠𝑒𝑟𝑣𝑒𝑟 * 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑒𝑟𝑣𝑒𝑟 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 . 
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Energy Efficiency 
 

Total Cost ( TC ): =  
 

Here, Cs represents the cost per server multiplied by the expected server utilization (ρ), where ρ is the fraction 

of time the servers are busy. Additionally, Cw denotes the cost per customer waiting multiplied by the expected 

number of customers waiting ( Lq ) . 

 

6 Sensitivity Analysis 

In this section, we study cloud computing networks with various types of service platforms. The optimization 

process to find the optimal balance among the total energy consumed total cost and energy efficiency with 

utilization factor with service cost and waiting cost per server to achieve efficient system operation with various 

types’ parameters as for need to our object. We examine specific cases to assess performance metrics in cloud 

computing networks, alongside considerations for energy consumption. 

 

Case I, In this case, we investigate scenarios where the arrival rate is increased. Our focus is on analyzing 

performance metrics such as queue length, waiting time, utilization factor, as well as total energy consumed, 

energy efficiency, and total cost within cloud computing networks. We utilize the M/G/c queue model, taking 

into account parameters such as arrival rate (λ), service rate (μ), and the number of servers ( c ), with 

predetermined values for λ, μ, and c . Let us assume the service rate μ = 5.5 and several servers c = 5 are fixed 

in this case. 

 

Table 6.1 Performance analysis of cloud computing networks (Case-1) 

 

Scenarios 

Fixed-Par 

ammeter 
values 

Varying 

parameter 

values 

Total 

Energy 

Consumed 

Total Cost Energy 

Efficiency 

c µ λ TEC TC EE 

 

 

 

 

 

 

 

 

 
When the 

Arrival rate 

increases 

5 5.5 2 36.36 2200.00 0.12 

5 5.5 3 54.55 2190.05 0.19 

5 5.5 4 72.73 2150.78 0.26 

5 5.5 5 90.91 2136.38 0.34 

5 5.5 6 109.09 2136.03 0.42 

5 5.5 7 127.27 2238.71 0.52 

5 5.5 8 145.45 2583.39 0.62 

5 5.5 9 163.64 3860.86 0.74 

5 5.5 10 181.82 7296.41 0.86 

5 5.5 11 200.00 16162.59 1.01 

5 5.5 12 218.18 37297.98 1.17 

5 5.5 13 236.36 85093.21 1.36 

5 5.5 14 254.55 188977.83 1.57 

5 5.5 15 272.73 407973.79 1.81 

5 5.5 16 290.91 859603.31 2.10 

5 5.5 17 309.09 1777184.83 2.45 

5 5.5 18 327.27 3628722.51 2.86 

5 5.5 19 345.45 7369605.77 3.37 

5 5.5 20 363.64 
15011301.8 0 

4.02 

5 5.5 21 381.82 30986992.8 3 4.87 
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Case- II In this scenario, we explore situations involving an increase in the service rate. Our emphasis is on 

examining performance metrics, including queue length, waiting time, utilization factor, total energy consumption, 

energy efficiency, and overall cost within cloud computing networks. The analysis employs the M/G/c queue 

model, considering parameters such as arrival rate (λ), service rate (μ), and the number of servers ( c ), with 

predefined values for λ,  μ, and c . Let  us assume  the service rate λ = 5 

and several servers c = 5 are fixed in this case. 

 

Table 6.2 Performance analysis of cloud computing networks (Case-I1) 

Scenarios Fixed-Parameter 

values 

Varying 

parameter 

values 

Total 

Energy 

Consumed 

Total 

Cost 

Energy 

Efficiency 

 

 

 

 

 

 

 

 

 

 
 

When Service 

rate increase 

c λ µ TEC TC EE 

5 5 5.5 90.91 2206.38 0.34 

5 5 5.6 89.29 2195.89 0.34 

5 5 5.7 87.72 2155.44 0.35 

5 5 5.8 86.21 2135.04 0.35 

5 5 5.9 84.75 2104.67 0.36 

5 5 6 83.33 2084.34 0.36 

5 5 6.1 81.97 2004.04 0.36 

5 5 6.2 80.65 1993.76 0.37 

5 5 6.3 79.37 1903.50 0.37 

5 5 6.4 78.13 1853.27 0.38 

5 5 6.5 76.92 1813.06 0.38 

5 5 6.6 75.76 1762.86 0.39 

5 5 6.7 74.63 1702.68 0.39 

5 5 6.8 73.53 1602.51 0.40 

5 5 6.5 76.92 1553.06 0.38 

5 5 6.4 78.13 1453.27 0.38 

5 5 6.3 79.37 1403.50 0.37 

5 5 6.7 74.63 1342.68 0.39 

5 5 6.8 73.53 1302.51 0.40 

5 5 7 71.43 1202.21 0.41 

 

Case- III In this case, we examine scenarios where the number of servers is augmented to analyze performance 

metrics such as queue length, waiting time, utilization factor, as well as total energy consumption, energy 

efficiency, and overall cost within cloud computing networks. This investigation employs the M/G/c queue model, 

incorporating parameters like arrival rate, service rate, batch size of service rate, and the number of servers, 

with predetermined values for λ, μ, and c . Let us assume the service rate μ = 5.5 and the number of arrival rate λ 

= 5 are fixed in this case. 

 

Table 6.3 Performance analysis of cloud computing networks (Case-III) 

Scenarios Fixed-Par 

ameter 
values 

Service 

rate 

Varying 

paramete 

r values 

Total 

Energy 

Consume d 

Total 

Cost 

Energy 

Efficienc y 

 

 

 

 
When 

Servers 

increase 

λ µ c TEC TC EE 

10 6.5 2 153.85 80440.74 2.03 

10 6.5 3 153.8462 28727.66 1.278187 

10 6.5 4 153.8462 11517.82 1.053752 

10 6.5 5 153.8462 4467.469 0.938819 

10 6.5 6 153.8462 2517.607 0.874137 
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10 6.5 7 153.8462 2135.101 0.833099 

10 6.5 8 153.8462 2005.547 0.804762 

10 6.5 9 153.8462 1990.438 0.784021 

10 6.5 10 153.8462 1900.028 0.768182 

10 6.5 11 153.8462 1850.001 0.755691 

10 6.5 12 153.8462 1810 0.745588 

10 6.5 13 153.8462 1760 0.737248 

10 6.5 14 153.8462 1700 0.730247 

10 6.5 15 153.8462 1600 0.724286 

10 6.5 16 153.8462 1550 0.719149 

10 6.5 17 153.8462 1450 0.714677 

10 6.5 18 153.8462 1400 0.710748 

10 6.5 19 153.8462 1340 0.707269 

10 6.5 20 153.8462 1300 0.704167 

    10     6.5      21 153.8462 1200 0.701383 

 

 

 

 

 

 

Figure 6.1 Arrival rate vs Values of TEC, TC & EE 
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Figure 6.2 Service rate vs Values of TEC, TC & EE 

 

 

Figure 6.3 Number of server’s vs Values of TEC, TC & EE 

 

7. Result Discussion 

 

The proposed model delivers the most optimal cost by considering the number of servers, arrival rate, and service rate, 

leveraging cloud services by numerical illustrations. This optimization extends to both total energy consumption and 

energy efficiency, catering to diverse service requirements across various scenarios. Consequently, it is imperative to 

architect and assess the optimal cost, ensuring a seamless transition into the computer design for future prospects. In this 

context, we delineate the details of the three aforementioned cases for a comprehensive understanding. 

For case 1, when the arrival rate is 2, the total energy consumption is 36.36, the total cost is 2200.00, and the energy 

efficiency is 0.12.As the arrival rate progressively increases, there is a concurrent escalation in both energy consumption 

and cost. This dynamic relationship among the arrival rate, energy consumption cost and energy efficiency provides 

valuable insights into the system's behavior under diverse workloads. Such insights serve as a crucial foundation for 

informed decision-making, guiding strategies for system optimization and resource allocation to enhance overall efficiency 

and cost-effectiveness. 

For case II, when the service rate is 5.5, the system exhibits a total energy of 90.91, a corresponding total cost of 2206.38,  
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and an energy efficiency of 0.34. Notably, as the service rate undergoes to increase both the total energy consumed and the 

associated costs display fluctuations, thereby influencing changes in energy efficiency. This dataset offers valuable insights 

into the system's performance across a spectrum of service rates. Such insights serve as a crucial foundation for informing 

decision-making, facilitating optimization and resource allocation strategies that consider the efficiency and cost factors. 

This comprehensive understanding of the system's behavior under varying service rates contributes to the development of 

well-informed strategies at enhancing overall system performance. 

For case III, when the number of servers is 2, the total energy consumed is 153.85, the total cost is 80440.74, and the 

energy efficiency is 2.03.As the number of server’s increases, then dynamic interplay unfolds: the total energy consumed 

and associated costs exhibit fluctuations, leading to shifts in energy efficiency. This dataset not only sheds light on the 

system's behavior during the scaling of servers but also offers crucial insights. In turn of server as a valuable guide for 

decision-making processes related to resource allocation and system optimization. By the efficiency and cost 

considerations, this information aids in formulating strategies that align with the system's optimal performance under 

varying server configurations. 

 

 

8   Conclusion 

 

This study evaluates costs in cloud computing systems, focusing on minimizing waiting times using the M/G/c queueing 

model. It explores the dynamic landscape of cloud services, including IaaS, PaaS, SaaS, MaaS, CaaS, and XaaS, to 

optimize cost dynamics. A key focus is the integration of virtualization services in cloud computing, which is essential for 

enhancing efficiency and reducing costs. Through detailed numerical analysis, the research examines how various 

parameters, such as the number of servers, arrival rates, and service rates, affect cloud services. The findings offer valuable 

insights into these relationships and contribute to the broader discussion on cost optimization in cloud computing. As 

demand for cloud services grows, this research highlights the need for refined cost strategies to create more efficient and 

economically viable cloud environments. 
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