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Abstract  

This research paper will present an automatic Speaker Identification System using MFCC (Mel-Frequency Cepstral 

Coefficients) and BPNN (Back Propagation Neural Network). The objective of this work is to classify 20 speakers’ pattern 

and to identify each registered speaker correctly while testing with new input speech without any false identification. 

MFCC is used for the extraction of speech features from each speaker and BPNN is used for identification of the test 

speaker.  The developed classifier model is tested with both registered and unregistered speakers and found that it 

successfully identifies all the registered speakers correctly and reject the intruder speakers. Scaled conjugate gradient 

training function is used for training the BPNN. A speech database consisting of 20 speakers is created from a group of 

10 male and 10 female speakers with the same sentence spoken twice. The classification accuracy rate obtained from the 

classification is 92.1% and the correct identification rate obtained is 100%. Matlab simulation tool is used in this work 
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1. Introduction 

Speech is the most efficient way of communication between human. In the same way many researchers have already 

implemented efficient method for the interaction of man and machine successful. Speaker recognition system is one of its 

applications to identify and verify a speaker by the system. Speaker recognition revealed the identity of speaker by 

analysing the personal features and characteristics associated with that speaker [15]. For authentication purposes speaker 

recognition system is widely used [16]. Speaker recognition system process is based on the principle that each and every 

speaker possesses a unique characteristic which are different from each other [17]. In any automatic speaker recognition 

system, there are two main modules which govern the whole system, they are the speech features extraction module and 

speech feature matching module. The two important phases that a Speaker Recognition system undergo are the training 

phase and testing phase [12].  A work has already reported that for 10 classes’ classification.  An accuracy of 81.8% is 

obtained with the combination of MFCC, pitch and rms in feed forward neural network (FFNN) [9]. Artificial Neural 

Network shows better result in terms of accuracy than fuzzy logic-based systems when a speech is recorded in a noiseless 

environment. Accuracy obtained with ANN is 74% against 72% with fuzzy logic [3]. In text dependent speaker recognition 

system of 10 speakers’ an accuracy of 92% is achieved with the combination of MFCC and BPNN [11]. A moderate 

accuracy for 10 speakers is also achieved with the combination of LPC and MFCC using Artificial Neural Network for 

Assamese Speaker Recognition [1]. Speaker recognition system is made and presented by using Discrete Wavelet 

Transform as speech features extractor and Gaussian Mixture Models (GMM) as classifier. The accuracy result obtained 

under this work is 96.18% for 32 set speaker which is good enough [13]. A combination of Praat and Matlab for computing 

MFCCs is also reported. The voice samples are initially denoised using praat. When extracting the MFCC coefficients 

Delta energy function is taken into account. This draws a conclusion that MFCC coefficient can be increased according 

to one’s requirement. A 39 MFCC coefficients is extracted by adding velocity and acceleration [14]. A real-time text 

dependent speaker recognition and authentication system is presented with 16 MFCC coefficients along with the derived 

Delta and Delta Delta Coefficients for speech feature extraction and Dynamic Time Warping as speech classifier [18]. 

This work will be implemented for 20 speakers with the combination of MFCC and BPNN to achieve a classification 

accuracy rate of 92.1% and correct identification rate of 100%. 

 

2. Mel Frequency Cepstral Coefficient 

MFCC is the most widely used for the extraction of speech features. MFCC becomes the most popular speech feature 

extraction technique due to its fewer complexes in implementation and more effective [19], [20]. High success rate is 

obtained with MFCC due to the fact that it is modelled as human auditory system. It fails to perceived signal over 1KHz 

and showing more robust against noisy environment [2], [5]. Mel Frequency Cepstral Coefficients generates the voice 

signal coefficients which are unique to every individual speaker [6].  The overall MFCC’s steps for the extraction of 

speech feature are shown in Figure. 1 [4]. 
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Figure. 1 Block diagram of MFCC computation. 

 

A speech data base of 20 different speakers is created which consist of 10 female speakers label as f1, f2, f3, f4, f5, f6, f7, 

f8, f9,f10 and 10 male speakers as m1, m2, m3, m4, m5, m6, m7, m8, m9 and m10. The voice samples are collected in a 

relatively noise free environment. All the collected speech samples are process with MFCC methods and represented with 

a unique 13 coefficients for each speaker following a 13-order MFCC. The MFCC resultants which is in matrix form 

consisting of fix 13 rows and variable column for all the speakers as shown in Figure. 2. This can be represented as M x 

N where M is fix 13 rows and N is variable columns. The N values will be more when a speaker takes more time to utter 

the given sentence and vice versa.  

 

 
Figure.2 MFCC result for different speakers 

 

3. Back Propagation Neural Network 

The structure of multi-layer Perceptron neural network is shown in Figure. 4. It consists of 3 layers as input layer, hidden 

layer and output layer. The Back propagation algorithm is used to train a neural network through a chain rule method. It 

consists of 2 basic steps which are forward pass of the inputs through the network and back propagation which execute a 

backward pass by adjusting the parameters of the network. In feed forward direction the input data propagates towards 

the output node through the hidden layer along with the assigned initial model’s parameters i.e. weights and bias. If the 

output produced by the network is not equal to the set target, then back propagation process will take place by updating 

the network parameters backward from output node towards input node. Initially when the model is designed, any random 

values of weights and bias are assigned to predict the set target. After the forward pass execution if there exist a variation 

between the network’s output and the set target, the parameters are updated backward to minimize this huge error. The 

particular weights and bias which result in minimizing the error function between the output and the set target is the 

solution of the network leaning. The flowchart of a Back Propagation Algorithm is shown in Figure. 3. The objective of 

a back propagation algorithm is to minimize the mean square error (MSE) functions between the actual output and the 

desire set target by updating the parameters of the network [7], [8]. The final network parameters which minimize the 

MSE function is the solution of neural network learning algorithm. Accuracy and performance of the network is better 

when a greater number of training data set is used for training the model [10]. 
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Figure.3 Flowchart of BPNN 

 

In ideal condition, the training session of network will stop when the network’s actual output is equal to the desired set 

target value. To attain this condition, the loop will run continuously by increment the epoch number along with the 

updating of the network’s parameters. 

 

4. Implementation and Simulation result 

The classifier model is implemented with multi-layer perceptron neural network consisting of 13 input nodes, 330 hidden 

neurons and 20 output nodes for 20 class’s classification as shown in Figure 4. The input data for the neural network is 

fed from the MFCCs result of twenty different persons. The 13 order MFCC of each speaker are concatenated and gave 

as input data to the neural network. The result input data in matrix form is 13 x 14408 and the desire target is also set at 

20 x 14408. The simulation result confusion matrix of 20 class’s pattern classification is shown in Figure. 5. The accuracy 

of the classification is 92.1% and its expression is given in equation 1. 

Accuracy = (Sum of diagonal elements)/(Sum of entire elements)  (1) 

 

 
Figure. 4 Speech Classifier Model 
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Figure 5. Conclusion Matrix 

 

The Receiver output characteristic (ROC) is used for analysing the classification accuracy. It summarizes the overall 

performance of the neural network model. It is a graphical representation of the True Positive Rate along the y-axis against 

the False Positive Rate along x-axis. When the resultants lean sharply towards the true positive rate, the classification 

accuracy rate obtained will be high and better will be the classifier’s performance. The plot of ROC and the best validation 

performance at 1000 epochs is also shown in Figure. 6. 

 

 
Figure. 6 Classifier’s ROC and Validation Performance 
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After classification of the registered speakers, the classifier model is ready for testing with new input data’s and identify 

the speaker. For this process, the voice samples of all registered speakers are collected again with the same sentence which 

is used while training. The MFCCs for each speaker are computed again and given as new testing input data to the model 

which is shown in Figure 7.  

 

 
Figure .7 Testing of the model to identify the speaker 

 

The method of how the developed model will identify the speaker correctly will base on which o/p node the maximum 

score belongs. The 20 o/p nodes of 20 speakers will correspond to 20 diagonal cells of the resultant confusion matrix. The 

diagonal elements score of the confusion matrix while testing the model with different speakers one at a time is shown 

from Figure. 8 to Figure. 12. The diagonal elements corresponding to the right speaker always score maximum while 

another score is minimum. Therefore, by examining the row and column to which speaker this maximum score belongs, 

the speaker can be successfully recognized without any ambiguity. 

 

 
Figure. 8 Confusion matrix result while testing the model with m1, f1, m2 and f2  speakers. 
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Figure. 9 Confusion matrix result while testing the network with m3, f3, m4 and f4 speakers. 

 

 
Figure. 10 Confusion matrix result while testing the network with m5, f5, m6, f6 speakers. 
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Figure. 11 Confusion matrix result while testing the model with m7, f7, m8 and f8 speakers. 

 

 
Figure. 12 Confusion matrix result while testing the model with m9, f9, m10 and f10 speakers. 
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The identification accuracy of the developed model is 100% as all 20 registered speakers are correctly identified while 

testing the network. The comparison of the classification score of each speaker and the testing score of the classifier are 

also shown in Figure 13 and 14. The testing score percentage is evaluated wrt the classification score. From this result a 

threshold level is set i.e testing score rate should be at least 50% of the classification score to correctly identified a 

registered test speaker. If the threshold level score is set too high there is chances of misdetection and if it is set too low 

there is chances of false detection. Hence testing score rate of 50% of the classification score is chosen in this work. 

 

 
Figure. 13 Testing score rate of male speakers 

 

 
Figure. 14 Testing score rate of female speakers 

 

The performance of speech classifier’s is best evaluated not only by its Classification Accuracy rate but along with three 

more parameters. They are Precision, Sensitivity and Specificity which are express as 

 

Precision = T P/(F P + T P).   (2) 

Sensitivity = T P/(F N + T P).   (3) 

Specificity = T N/(T N + F N)        (4) 

 

Where TP is True Positive, FP is False Positive, TN is true negative and FN is False Negative. 

The score of each male speaker with respect to performance parameters is also shown in Figure. 15 and its graphical plot 

is shown in Figure. 16. From the result it is found that Specificity of all male speakers score above 99% and varies from 

99.4% to 99.83%. In terms of sensitivity, it varies from 84.9% to 96.6% whereas precision varies from 86.7% to 96.9%. 

 

 
Figure .15 Performance parameters score of male speakers 
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Figure. 16 Graphical plot of performance parameters of male speakers. 

 

In similar manner, for female speakers the classifier performance parameters score is shown in Figure. 17 and its graphical 

representation is shown in Figure 18. 

 

 
Figure. 17 Performance parameters score of female speakers. 

 

 
Figure. 18 Graphical plot of performance parameters of female speakers. 

 

5. Testing the classifier model with intruder speaker 

To test the trained model to detect intruder, 4 voice sample consisting of 2 male and 2 female unregistered speakers are collected 

again with the same sentence. The MFCC features of all the sample are extracted and gave as testing input data to the 

BPNN. The resultant maximum score in one cell of the confusion matrix while testing with 4 unregistered speaker 

corresponds to f1, m6, m4, m6 is shown in Figure 18. 
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Figure. 18 Testing score rate obtained for unregistered speakers 

 

Here test speaker 1 and test speaker 2 are female unregistered speaker and test speaker 3 and test speaker 4 are male 

unregistered speaker. While testing the model with test speaker 1 and 2, the maximum score corresponds to f1 and m6 cell. 

In order to correctly identify the registered speaker, the obtained maximum score of the diagonal element should be at least 

50% of the classification score. As both the test speaker score 23.8% and 19.8% in the diagonal element, they will be rejected 

and label as intruder with false identity as the score is below 50% of the classification score. Similarly, the classifier is tested 

again with 2 male unregistered speaker and the maximum score belongs to m4 and m6 cell. These 2 male speakers will also 

be rejected as the diagonal score is only 29.8% and 18.4% which is below 50% of the classification score. The proposed 

model to either accept and identify the test speaker or reject and label as intruder speaker is shown in Figure 19. If the output 

score corresponding to the diagonal cell of confusion matrix is at least 50% of the classification score it will correctly 

identify the test speaker. But if the output score is below 50% of the classification score ,        it will label as intruder speaker. 

 

 
Figure. 19 Classifier Model to identify or reject the test speaker. 

 

6.Conclusion 

When ample number of training dataset is given to the neural network, it will learn the nature of its input data’s correctly 

for its classification by improving its performance in terms of classification accuracy. Hence out of total number of dataset 

available, a greater number of data set is reserved for training the neural network. Here out of the total input data set, 85 

% is used for training and remaining 15% is used for testing the network. The speech classifier classification accuracy 

obtained is 92.1% with 7.9% misclassification. The classifier's performance is acceptable high and good as the overall 

precision, sensitivity and specificity of all the twenty classes score 92.22%, 92.02% and 99.56% respectively. After 

classification is done, this trained classifier will correctly identify all the registered speaker correctly when testing with its 

new input speech. Finally, from the experiment a threshold level is set i.e testing score rate should be at least 50% of the 

classification score to correctly identified a registered test speaker. If the testing score rate is below 50% then the test 

speaker will be label as intruder. Hence from this work, a correct speaker identification rate of 100% is obtained with the 

detection of intruder. 
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