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Abstract—The construction industry poses significant challenges in maintaining worker safety and rights. Existing safety 

measures involve an on-site officials working on the ground to ensure that worker safety measures like wearing safety 

helmet and power monitoring are undertaken as mandated. However, these methods are often inefficient, as on-ground 

checking takes significantly more time and allows the construction site authority to plan their excuse. In response, this 

paper presents a comprehensive novel approach, an AI-enhanced construction site monitoring system that integrates real-

time CCTV hazard detection, age verification, and personal protective equipment (PPE) compliance as robust measures 

to ensure worker safety. Leveraging a React Native application for worker-side interaction and officer-side oversight and 

integrating real-time location tracking and Firebase-based notifications, the system fosters proactive safety measures and 

promotes worker rights. Compared to existing solutions, the proposed system boasts superiority with an average accuracy 

of 92.5%, scalability with the use of Android-based applications and modifiable APIs and AI models, and user-centric 

features, leading to a safer and more transparent system that surpasses existing solutions. 

 

Index Terms—Construction Safety, Artificial Intelligence, Re- act Native, Real-time Monitoring, Worker Rights, Safety 

Helmet Detection, PPE Compliance, Hazard Alert, Grievance Reporting. 

 

I.INTRODUCTION 

Construction sites are important areas of economic development and face significant challenges in ensuring the safety and 

health of workers. In an industry where countless injuries and deaths occur each year, safety measures are essential. 

Traditional manual monitoring and video surveillance, while important, face limitations in providing real-time data and 

identifying hazards. Given the need to revolutionize construction site safety, this article focuses on the use of artificial 

intelligence (AI) in developing innovative construction site monitoring systems.  

Previous statistics and reports have revealed the scale of the problem, indicating that a large number of accidents and 

injuries occur in the construction sector each year. There are still construction sites where monitoring procedures are 

manual and have difficulty coping with the dynamic and high-risk nature of the construction site. As developments 

progressed, video surveillance gave way to it, but video surveillance often relied on post-event surveillance, which 

prevented real-time prevention of incidents. These limitations have led researchers and experts to investigate technologies 

such as artificial intelligence and machine learning to ensure the safety of construction sites.  

Previous literature study focuses on the automatic detection of safety helmet on construction sites through video 

surveillance. Automatic safety  he lmet  detection p i n - points need for automated detection of safety protocols [1][2]. 

Intelligent analysis technology for power monitoring video data expands the scope of safety measures beyond personnel 

to include environmental factors [3]. The utilization of computer vision applications in offsite construction illustrates the 

industry’s growing recognition of technology-driven solutions [4]. In addition, real-time face and object detection 

for video surveillance applications showcases the potential of AI in enhancing security [5], coupled with multi-camera 

video scene graphs for surveillance video indexing and retrieval, laying the foundation for efficient data analysis [6]. 

 The proposed methodology builds upon the insights gained from these studies and seeks to overcome the identified 

limitations by integrating AI into construction site monitoring practices. By employing computer vision algorithms, 

real time hazard detection, and proactive communication through a mobile application, this research aims to provide 

a holistic solution that not only ensures compliance with safety protocols but also actively prevents accidents. The 

introduction concludes by outlining the organization of the paper, which includes sections on the literature survey, 

proposed methodology, system implementation, evaluation, and future work. The ensuing sections will elaborate on 

how this AI enhanced construction site monitoring system addresses the shortcomings of existing approaches and 

paves the way for a safer and more efficient construction industry. 

 

II.LITERATURE SURVEY 

In the high-risk environment of construction sites, ensuring the safety of workers is a paramount concern. Despite 

advancements in safety protocols, construction sites are considered as one of the most hazardous and risky industries, 

where many fatalities and casualties occur. This literature survey gives the overview of how computer vision, machine 

learning and deep learning technologies has enhanced safety measures. 

This paper [1] reflects how construction industry in USA suffers from the highest number of fatalities and casualties 
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among all industries. Given these significant losses, an automated study on use of helmet in construction site safety was 

developed. This paper has used Image processing and Machine learning/Deep learning techniques to analyze construction 

footage to determine whether workers wear safety helmets. 

In this review paper [2], authors have presented a lightweight framework for detection of safety helmet. It uses YOLOv4 

and YOLOv8 for object detection. The experimental results demonstrated that this lightweight model achieves an 

impressive detection speed of up to 114.26 frames per second (FPS) and a helmet detection accuracy of 90%. These 

performance metrics indicate that the model is well-suited for deployment in real-world construction environments, 

offering both high-speed processing and reliable accuracy.  

With lot of technological advances in image processing and object detection, this paper [3] presents intelligent analysis 

method for power field surveillance video data by using CNN model. By combining frequency domain information, HOG 

algorithms, and color- based analysis, they enhanced worker safety [3].  

Many applications of computer vision in on site construction monitoring have been investigated by researchers and have 

they have proved to provide valuable information in this field. The development of advanced imaging technology has 

made it possible to perform real-time face recognition and object detection in video surveillance to monitor public spaces, 

homes, etc. as a safe place. It provides practical applications in the field, such as planning, feature classification and 

removal, and improving overall image processing and analysis. Computer vision applications in outdoor construction 

provide a reference point to understand current applications, limitations, and anomaly detection [4].  

Furthermore, as deep learning and CNN techniques are proved to achieve high accuracy in face and object detection, it 

can also detect as age and gender of the humans detected in the frame [5]. The system has applications in enhancing 

security, crime prevention, and beyond. The literature review comprehensively explores the safety domain at construction 

sites, emphasizing real-time face and object detection through computer vision and machine learning. Automatic detection 

of helmets is a central focus, employing various algorithms such as frequency domain information, HOG, and color-based 

analysis to enhance worker safety. The review also discusses a YOLOv8-based model for safety helmet detection, noting 

scalability and adaptability limitations [5]. 

In conclusion, the current techniques for ensuring safety on construction sites, even exhibit significant limitations. Existing 

literature review based on, YOLOv4, YOLOv8, CNN a, deep learning while effective in detecting safety helmets, often 

face challenges in scalability and adaptability to diverse construction environments. Furthermore, automatic detection 

systems for helmet use and other safety measures are often limited in application and often lack real-time analysis 

capabilities required on construction sites. Current intelligent surveillance technologies, such as those that use neural 

networks to leverage video data, offer significant improvements, but they still lack robustness, real-world hazard detection, 

and worker safety monitoring. 

This research work brings a notable novelty to this field by integrating advanced AI-powered monitoring systems that not 

only detect safety helmets and other PPE with high accuracy but also incorporate real-time face and object detection, age 

and gender prediction, and hazard identification across multiple cameras.  

 

PROPOSED METHODOLOGY 

This research work aims to develop an AI-enhanced construction site monitoring system that includes several vital 

functionalities, mainly focusing on such as safety helmet, safety vest, PPE kit detection by continuously monitoring video 

surveillance camera deployed at various places of construction site. Additionally, this paper detects age and gender of the 

individuals at construction site and thus by identifying the gender of workers contributes to employee management and 

ensures the compliance with legal age. This system also sends real time location of the workers to the in charge official 

that helps to track the worker incase if he is stuck in the mishap situation as well ensures whether the worker is adhering 

to all the safety measures.  
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Fig. 1. Proposed System Architecture 

 

The proposed system as shown in Fig. 1 consists of the following key components: 

A. Data Acquisition: 

The input to this system is real time video footage captured in through surveillance cameras. The cameras are positioned 

to cover all critical areas, such as high-risk zones and entry points at construction sites to ensure safety monitoring and 

remote oversite. 

 

B. PPE (Personal Protective Equipment) Detection:  

Personal protective equipment (PPE) is mandatory for construction site workers to reduce exposure to hazards. The types 

of PPE used at construction site include hard hats (helmets), safety glasses and high-visibility clothing such as vest or 

suits. This research work employs a modified version of the YOLO object detection model for PPE (Personal Protective 

Equipment) detection, specifically focusing on helmet and vest/suits identification [7][8]. From the video footage, frames 

are extracted, and objects and people are identified in each frame. Subsequently, it is verified whether the employee on 

site is wearing the appropriate PPE kit. YOLO’s single neural network design allows for real-time face detection in a 

single pass, incorporating a backbone network based on a variant of EfficientNet [7]. The architecture includes a neck 

network using convolutional layers for feature fusion and a head network predicting bounding boxes and class 

probabilities, enhancing spatial resolution and semantic information. 

 

C. Age and Gender Detection Model 

After PPE detection, the system utilizes YOLO to identify the age and gender of the workers on the construction site. 

YOLO first detects faces within the frames, and then a separate model processes these detected faces to classify the age 

and gender of each worker. The age and gender detection model as shown in Fig. 2 consists of four convolutional layers 

with 32 filters and a two-size kernel. Max-pooling layers are employed for dimensional reduction, with ReLU activation 

functions addressing the vanishing gradient problem after each convolutional layer. The model incorporates five dense 

layers with 128 neurons each, incorporating dropout layers for regularization. The output layer utilizes the softmax 

activation function for multiclass classification employing categorical cross-entropy loss for assessing similarity between 

predicted classes probabilities and true class labels. The Adam optimizer is applied to train the age and gender detection 

models [9]. This approach allows for efficient real-time demographic analysis like age and gender analysis along with 

PPE monitoring. 
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Fig. 2. Age and Gender Convolutional Neural Network Model 

 

D. Real-Time Alerts and GPS Tracking: 

The proposed system sends real time alerts to high authority or the in charge official via SMS when a worker fails to 

adhere to safety measures, such as not wearing safety helmet or safety vests, or when workers below legal age is spotted 

on construction site. Moreover, the proposed system allows construction site workers to enable their GPS, facilitating their 

location tracking in case of any accidents and mishaps at the site. Grievance reporting and redressal mechanisms are 

available for workers and accessible to supervising officers.  

In conclusion, this research presents a complete solution that includes real-time safety helmet and safety vest detection, 

PPE compliance, and age and gender identification of workers, all integrated into a mobile application for efficient 

monitoring and response. The system implemented a modified YOLO model for object detection and age and gender 

prediction, with real-time alerts and GPS tracking for workers. Additionally, this application also provides grievance 

reporting and redressal mechanisms for both workers and supervising officers. 

 

III.EXPERIMENTS AND RESULTS 

This section gives a brief description of about the datasets on which the system is trained and tested along with the 

walkthrough of GUI of the system. Section A.  describes about the datasets on which the system is tested. Section B 

reflects the implementation details.  

 

A. Dataset Used: 

For training and validating the proposed system, experiments were conducted on the following datasets. Below is a brief 
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summarization of each data set's characteristics: 

1. UTKFace dataset [10]: The UTK (UTKFace) dataset is a facial image dataset that includes face images with annotated 

age and gender. This dataset includes a total of 25 thousand images, each labeled with the subject’s age and gender.  

2. Custom Object Detection Dataset: This dataset was developed specifically for this research work consisting roughly 

6,000 photos which was used for training, and 100 images were used for validation. The images in the dataset were 

manually annotated for better model performance. The object classes used in the dataset include: 

 

• Hardhat: Detects the presence or absence of a hardhat on a construction worker’s head. 

• Mask: Detects the presence or absence of a mask on a worker’s face. 

• NO-Hardhat: Identifies workers who are not wearing a hardhat. 

• NO-Mask: Identifies workers who are not wearing a mask. 

• Safety Vest: Detects the presence or absence of a high- visibility safety vest. 

• NO-Safety Vest: Identifies workers who are not wearing a safety vest. 

This dataset provides valuable information for monitoring PPE compliance, identifying potential safety hazards, and 

optimizing worksite safety protocols [9]. By understanding the specific detection classes and their significance, you can 

gain deeper insights into the data and develop effective interventions for improving worker safety on construction sites.  

 

A. Implementation Details:  

The proposed framework is implemented with the wide range of libraries available through Open-cv, Media-Pipe, React 

Native, Tensor Flow, React Native and Google Colab. The snapshots of core modules of proposed framework are 

explained below. It is designed to cater to two types of users: workers and officers. In Officer’s section there are option 

to view worker’s profile, a Grievance section which contains all the problems addressed by the workers, Alert Section 

which is about any workers raised alerts or the alerts regarding not wearing helmets or under age detection as shown in 

Fig. 3(a) and (b). Furthermore, Worker section contains an options like viewing their own profile, report any grievance 

they have to the officer, to raise an alert as shown in Fig. 4(a) and 4(b). 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3(a). Officer Section Page      Fig. 3(b). Worker Profile Page 
 

Fig. 4(a). Worker Section Page              Fig. 4(b). Alert Page 
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Fig. 5, Fig. 6, Fig.7 shows PPE Output representing model scores of various detected parameters, Legal Age Detection 

using Age and Gender Model, Under Age Detection using Age and Gender Model as shown below.  

 

 
Fig. 5. PPE Output representing model scores of various detected parameters 

 

 
Fig. 6. Legal Age Detection using Age and Gender Model 

 

 
Fig. 7. Under Age Detection using Age and Gender Model 

 

V. RESULTS 

The CNN model was designed to predict the age and gender of workers. The age prediction model achieved an average 

validation accuracy of 97%, with a minimum accuracy of 94% as shown in Fig. 8. For this model, the average loss was 

recorded at 0.22. In contrast, the gender prediction model attained a peak accuracy of 90% and an average accuracy of 

88%, with an average loss of 0.4 as shown in Fig. 8. These metrics were computed based on a 75-25 train-test split ratio. 

The dataset utilized is the UTKFace Dataset, which originally contains over 25,000 images. After augmentation, the 

dataset size expanded to approximately 100,000 images.  
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Fig. 8. Age and Gender Model Accuracy and Loss 

 

The “epoch” column signifies the training duration, with accompanying columns such as “train/box loss,” “train/cls

loss,” and “train/dfl loss” detailing the respective losses for bounding boxes, classification, and deformable 

convolutional networks during the training phase. Performance metrics like precision, recall, mean average precision at 

50%(mAP50), and mAP from 50% to 95% (mAP50-95) for bounding boxes are also included under 

“metrics/precision(B)”, “metrics/recall(B)”, “metrics/mAP50(B)” and “metrics/mAP50-95(B)”. The validation losses are 

similarly recorded in columns like “val/box loss”, “val/cls loss” and “val/dfl loss”. Learning rates for distinct parameter 

groups are specified under “lr/pg0” “lr/pg1” and “lr/pg2” as shown in Fig. 9, Fig. 10, Fig. 11 and Fig. 12 .   

 

 
Fig. 9. Graphical Representation of YoloV8x Performance Metrics 

 

 

Fig. 10. YOLOv8x Performance Metrics for every 10 epochs

 
 

 
 

Fig. 11. Graphical Representation of YoloV8n Performance Metrics 
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Fig. 12. YOLOv8n Performance Metrics for every 10 epochs 

Confusion Matrix is a type of visualization used in machine learning to understand the performance of a classification 

model. The matrix shown in Fig.13. includes various labels such as “Hardhat”, “Mask”, “NO-Hardhat”, “NO-Mask”, “NO 

Safety Vest”, “Per- son”, “Safety Cone”, “Safety Vest”, “machinery”, “vehicle”, and “background”. Each cell in the matrix 

represents the inter- section of predicted and true labels with a specific value. The values are normalized and color-coded, 

with darker shades of blue indicating higher values. This matrix helps in identifying the classes that the model is getting 

confused with and can guide further improvement of the model. 

 

 
Fig. 13. Confusion Matrix for analyzing performance of PPE Detection Model 

 

IV.CONCLUSIONS AND FUTURE WORK 

The AI-enhanced construction site monitoring system presented in this paper represents a significant leap forward in 

mitigating safety challenges within dynamic construction environments. The integration of a sophisticated AI model, 

leveraging YOLOv8 for real-time hazard detection, along with a user-friendly React Native mobile application and a 

robust communication system, forms a holistic approach to enhance worker safety and overall site management. 

Implementation and testing have proven that the system’s accuracy in detecting vulnerabilities and its rapid response to 

alerts and complaints demonstrate its superiority over existing solutions. Looking ahead, future work could focus on 

expanding the system’s functionality. Environmental monitoring, including factors such as temperature and noise, could 

create a safer environment. Increasing the adaptability of AI models to a wide range of construction and equipment 

applications would improve their performance in many areas. Research into automated hazard prevention methods and 

the inclusion of aspects related to worker health and well-being are promising possibilities for future developments. 

Continuous training and improvement of the AI model provides effective and adaptable solutions to create a safe 

environment, while remaining up-to-date over time. In summary, the system not only addresses existing safety issues, but 

also lays the foundations for further progress by promoting a culture of safety, health and construction work. 
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