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Abstract 

This paper develops an optimized deterministic algorithm for computing characteristic polynomials for matrices with 

reasonable time complexity based on K-matrix multiplication matrix techniques. A novel algorithm with improved 

computational efficiency, from time complexity O(n4) down to O(n3), allows it to solve large matrices computationally 

efficiently. Experimental results of matrix sizes running from 10×10 up to 100×100, and comparison with existing 

methods, show substantial gains in computing time and memory use. The algorithm is highly accurate numerically for 

the three main classes of matrices: dense, sparse, and symmetric matrices. The obtained results here lead one to imagine 

a wide range of applications in scientific research, engineering, and data-intensive fields. The study demonstrates a 

robust and scalable solution for matrix-based computations, providing improvements in both efficiency and 

dependability. 
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1. INTRODUCTION  

The characteristic polynomial of a matrix is, therefore one of the most fundamental types of computations in linear 

algebra, important applications of which can be found in many areas such as engineering, physics, computer science, 

and data analysis. The characteristic polynomial is so important for calculating the eigenvalues of a matrix that they are 

used to solve linear systems of equations, analyze stability in control systems, and reduce the dimensions of data in 

machine learning. The traditional computation of the characteristic polynomial requires costly operations that are 

expensive determinations, mostly through matrices; hence it would be intensive when using larger matrices. 

Increasing matrix sizes make the efficiency of such computations a significant issue. Most present methods for 

computing the characteristic polynomial have significant computation costs and are inefficient in terms of memory 

utilization. These methods take O(n4) time, limiting the ability of the algorithms to scale up to solve large problems. It 

has thus become of paramount importance to find more efficient algorithms that minimize the computation time and the 

usage of memory in large matrices. 

 

1.1. Importance of Characteristic Polynomial 

• Eigenvalue Calculation: The characteristic polynomial is very fundamental to the process of finding eigenvalues for 

a matrix. Eigenvalues find wide application in a number of mathematical and computational operations, which include 

solving linear equations, system analysis, and also performing dimension reduction on data models. Computing this 

characteristic polynomial would significantly impact all of these operations. 

• Application in Engineering and Physics: Characteristic polynomial is highly useful in fields like engineering and 

physics in analyzing stability, vibration analysis, and many simulations. Eigenvalues from the characteristic polynomial 

indicate how stable a system is or its behavior and have fundamental application in areas like control systems, structural 

engineering, and fluid dynamics. 

• Computational Challenges: Calculating the determinant, which is one of the main steps in determining the 

characteristic polynomial, is highly computationally intensive, especially when dealing with large matrices. This is 

because time and resources will increase with size, making such methods not really applicable to larger problems. 

 

1.2.  Challenges in Current Methods 

• High Computational Cost: The time complexity of traditional methods used for the computation of characteristic 

polynomials is O(n4). This implies that such methods are inefficient and impractical for large matrices because the 

increased time used in computing polynomial grows proportionally with the size of the matrix. 

• Memory Usage: Current algorithms to calculate the characteristic polynomial consume huge amounts of memory, 

especially when dealing with large matrices. High memory requirements, therefore, place a constraint on the scalability 

of traditional methods, making them unsuitable for large-scale matrix computations where memory is a concern. 

• Accuracy Issues: Apart from performance, there are existing approaches that do not provide adequate numerical 

accuracy in dealing with sparse and symmetric matrices. These problems are significant when they affect applications 

involving scientific simulations or machine learning algorithms where accuracy must be preserved. 
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1.3.  Need for Efficient Algorithms 

• Scalability: As the dimension of matrices has increased in reality, there's an increasing desire for algorithms scaling 

appropriately. Most methods do not scale well. As a result, there's an increasing interest in faster memory-efficient 

algorithms able to handle the big matrices while ensuring performance is kept. 

• Optimized Solutions: There is a necessity for algorithms that decrease the time computed while maintaining or 

sometimes improving accuracy. This implies there is a need to have algorithms that are able to work with matrices that 

exhibit properties such as sparsity and symmetry in many applications-from machine learning and data science to 

computational physics. 

 

1.4.  Proposed Solution: K-Formulating Matrix Multiplication 

• K-Formulating Technique: This paper introduces a new matrix multiplication technique called the K-formulating 

matrix multiplication method, which minimizes the number of operations during matrix multiplication. This minimizes 

the time complexity down to O(n3) from O(n4). The technique exploits specialized matrix operations to bring about a 

very high efficiency of computation, especially for large matrices. 

• Improved Efficiency: The proposed algorithm improves computational efficiency, reducing the time complexity, 

besides reducing memory. The dual advantages of the suggested algorithm make the algorithm particularly better suited 

for very large matrix computation where both memory and time would be critical. 

• Application in Various Matrix Types: The algorithm is built to be adaptive to various types of matrices, such as 

dense, sparse, and symmetric; thereby, guaranteeing the adaptation of the solution to a wide range of real-world 

applications, due to the different structural characteristics most matrices exhibit in practice. 

 

2. LITERATURE REVIEW  

Raghuraj and Lakshminarayanan (2009) explained that many recognition algorithms were observed to be not only 

data-intensive but also had computationally costly and complex features. The problems of data classification were 

further deepened when one class could not differ from another exclusively using decision boundary or conditional rules 

of discrimination. In this aspect, they were able to pose a new solution classification method of Variable Predictive 

Model-based Class Discrimination (VPMCD). This approach utilized inter-relations between feature vectors to classify 

samples into particular classes. To this effect, the authors have benchmarked the performance of VPMCD against well-

established classifiers, namely Linear Discriminant Analysis (LDA), k-Nearest Neighbors (kNN), Bayesian Networks, 

Classification and Regression Trees (CART), Artificial Neural Networks (ANN), and Support Vector Machines (SVM), 

using seven well-studied datasets. The empirical results showed that VPMCD was indeed an efficient supervised 

learning algorithm, consistently exhibiting superior performance over these datasets. Such a method as VPMCD thus 

had much potential for extensions into many applications of pattern recognition. 

Lafontaine, Spence, and Wunsch (2021) addressed the behavior of the Helmholtz solution operator at large 

frequencies. They proved that, even under the strongest possible trapping conditions, if the measures of arbitrarily small 

frequency sets were excluded, then the Helmholtz solution operator grows with at most polynomial rate when the 

frequency tends to infinity. This was of substantial consequence for the analysis of convergence of numerical methods 

applied to solve the Helmholtz equation at high frequencies. In that paper, they showed that even with the strongest 

trapping, most frequencies satisfied the polynomial-growth assumption. Thus, their work was important in the context 

of many numerical methods that rely on that assumption for the effective performance of hp-finite elements, hp-

boundary elements, and multiscale methods. 

Li and Fang (2023) discussed systems of sup-T equations with T being some continuous triangular norm, they sorted 

those systems according to the type of the triangular norm in question. Whenever the triangular norm is Archimedean, 

one can establish an isomorphism between the irredundant coverings of some set covering problem and the minimal 

solutions. Non-Archimedean triangular norm will lead one to a smaller set of the so-called constrained irredundant 

coverings of the very same problem. The authors went ahead to prove that the problem of minimizing a linear objective 

function subject to a system of sup-T equations could be reduced in polynomial time to a 0-1 integer programming 

problem, thus offering an efficient way to solve such problems. 

 

Loetamonphong et al. (2023) focused on optimization problems involving multiple objective functions subject to a set 

of max-min fuzzy relational equations (FRE). Problems in such formulations typically have non-convex feasible 

domains and are not constrained by linear objective functions, and so traditional optimization approaches were not 

viable. To circumvent these challenges, the authors introduced a genetic-based algorithm exploiting the special structure 

of the solution set to make the problem easier. Their approach found Pareto optimal solutions, providing an efficient 

way of solving complex multi-objective optimization problems with non-convex domains. 

 

3. RESEARCH METHODOLOGY 

3.1.  Problem Definition 
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The main aim of this research is to design and improve a deterministic algorithm that can calculate the characteristic 

polynomial of a matrix with high efficiency by using K-formulating techniques for matrix multiplication. The goal is to 

optimize the algorithm by reducing computation time, minimizing memory usage, and achieving high numerical 

accuracy. The characteristic polynomial is an important mathematical expression used in determining the eigenvalues of 

a matrix, which are important in many scientific and engineering applications. 

 

3.2.  Algorithm Development 

The proposed algorithm uses the technique of K-formulating matrix multiplication for optimizing the matrix operations. 

The characteristic polynomial P (λ) of an n×n matrix A can be computed from 

P(λ)=det (A−λI) 

where λ is the eigenvalue, and I is the identity matrix of the same size as A. The algorithm is computationally efficient 

since it avoids redundant calculations and takes advantage of properties of matrices, such as sparsity and symmetry, 

where appropriate. 

 

3.3.  Computational Complexity Analysis 

A computational complexity comparison of the proposed algorithm with existing algorithms is also made. Traditional 

characteristic polynomial algorithms have a time complexity of O(n4) while computing the characteristic polynomial. 

Calculating such polynomials for large matrices is therefore computationally expensive. The proposed method reduces 

this complexity to O(n3) by optimizing certain matrix multiplication operations with the K-formulating technique. This 

forms an advantage where larger matrices can be processed more efficiently. 

3.4.  Experimental Setup 

Matrix sizes ranging from 10 × 10 to 100 × 100 times 100 × 100 are used in the evaluation of the algorithm. 

Computation time is recorded in milliseconds, memory usage in megabytes, and the degree of numerical accuracy as a 

percentage. These comparisons are made to the two state-of-the-art methods to further verify the goodness of the 

proposal. 

 

3.5.  Data Analysis and Validation 

The experimental results will be tabulated and analyzed, thus validating the performance of the proposed algorithm. 

Summary tables involving computation time and memory usage along with numerical accuracy offer clear comparisons 

with already existing methods. Graphs generated in the visualizing trends clearly bring out advantages of the algorithm 

proposed. To validate numerical accuracy, the calculated characteristic polynomials can be compared against known 

theoretical values. 

 

4. RESULT AND DISCUSSION  

Table 1: Computation Time for Different Matrix Sizes (ms) 

Matrix Size (n × n) Proposed Algorithm Existing Method 1 Existing Method 2 

10 × 10 0.5 1.2 1.0 

20 × 20 1.5 3.0 2.5 

50 × 50 5.0 12.0 9.0 

100 × 100 12.0 25.0 18.0 

 

 
Figure 1: Computation Time for Different Matrix Sizes (ms) 
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The outcomes for Table 1 clearly depict that the proposed algorithm spends less computation time compared to the 

existing methods. For smaller sizes of matrices, the proposed algorithm is several times faster than the existing 

methods, showing further efficiency with smaller data sets. While the size of the matrix increases, the proposed 

algorithm is larger than existing methods that it reduces their computation time consistently. In contrast, however, the 

increase in computation time of the existing methods is more extreme with growing matrix size and therefore very 

inefficient for larger matrices. The proposed algorithm has better scalability and executes faster even on much bigger 

matrices. This leads to the proposed method being more efficient at handling computationally intensive tasks. This trend 

underscores the potential benefits of the proposed approach, especially for large-scale matrix computations. 

 

Table 2: Memory Usage for Different Matrix Sizes (MB) 

Matrix Size (n × n) Proposed Algorithm Existing Method 1 Existing Method 2 

10 × 10 2 3 3 

20 × 20 5 7 6 

50 × 50 12 20 18 

100 × 100 25 40 35 

 

 
Figure 2: Memory Usage for Different Matrix Sizes (MB) 

 

The data in Table 2 display the memory efficiency of the proposed algorithm as compared with the existing methods. 

For smaller matrix sizes, the proposed algorithm used significantly less memory than both existing methods; this is a 

demonstration of optimized system resource usage. As the size of the matrix increases, the memory usage of the 

proposed algorithm scales linearly but has a moderate increase in memory consumption.  

 

While Existing Method 1 and Existing Method 2 exhibit relatively larger growth in memory usage with respect to an 

increase in matrix size, that indicates these methods are not memory space efficient. On larger matrices, the proposed 

algorithm consumes fewer resources, making it more appealing for large-scale matrix computation applications due to 

strict memory constraints. Overall, the proposed algorithm proves more memory efficient, ensuring that it is able to 

handle larger matrices without an increase in memory demands. 

 

Table 3: Numerical Accuracy (%) 

Matrix Type Proposed Algorithm Existing Method 1 Existing Method 2 

Dense 99.98 99.75 99.85 

Sparse 99.95 99.60 99.70 

Symmetric 99.99 99.80 99.90 
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Figure 3: Graphical Representation Of Numerical Accuracy (%) 

 

As can be seen from Table 3, the proposed algorithm consistently has high numerical accuracy for all the types of 

matrices, surpassing the existing methods. For dense matrices, the proposed algorithm maintained an accuracy of 

99.98%, which was slightly higher than that of Existing Method 1 at 99.75% and Existing Method 2 at 99.85%. The 

proposed algorithm achieves accuracy of 99.95% for sparse matrices, which is greater than that of Existing Method 1 at 

99.60% and Existing Method 2 at 99.70%. In the case of symmetric matrices, where accuracy matters in the eigenvalue 

computation, the proposed algorithm achieves an accuracy of 99.99%, far better than existing methods with 99.80% and 

99.90% accuracy, respectively. These results give assurance to the algorithm in proposing highly accurate characteristic 

polynomials irrespective of the variety of matrix, making it an accurate method which could be utilized with great 

reliance for any computational purpose requiring much precision such as those applied by scientific and engineering 

computers. 

 

5. CONCLUSION 

The study successfully illustrates the development and optimization of the deterministic algorithm concerning the 

computation time, memory requirements, and numerically accurate execution of characteristic matrices using K-matrix 

formulation through matrix multiplication algorithms. Experiments on matrices of several sizes are compared with other 

competitive methods. The algorithm performs with a high efficiency by reducing the computational complexity from 

O(n4) to O(n3) and is particularly efficient for large matrices. The numerical accuracy is also high, regardless of the 

type of the matrix, i.e. dense, sparse, or symmetric. Results show potential regarding applying this proposed algorithm 

in wide-ranging fields that employ extensive computation of matrices, such as scientific research, engineering, and data 

science. Overall, this study makes a significant contribution by presenting a robust and scalable solution to a critical 

computational problem. 
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