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Abstract 

Artificial intelligence (AI) aims to develop computational strategies capable of performing human-like tasks. It 

has the potential of creating important tools to transform healthcare, and its applications are advancing faster 

every day. The objective of this study was to identify recent applications of machine learning in veterinary 

medicine, more specifically in the medical clinic of small animals. The search of studies published was 

conducted in Pubmed, CAB and Scopus databases. Studies were selected based on inclusion and exclusion 

criteria previously defined according to PRISMA guidelines. A total of 20 research articles were identified. 

Several different types of algorithms were used, with structured and unstructured data as input data and the most 

used performance metric was the area under the receiver operating characteristic (AUROC). Applications of 

machine learning can bring important benefits to the clinical practice of small animals, especially regarding 

diagnosis and prognosis.  
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Introduction 

 The name Artificial Intelligence (AI) was first used by John McCarthy in 1956 with the 

software The Logic Theorist, which was created to simulate the problem-solving ability of 

human beings (Thakur et al, 2019). Before this event, Alan Turing had also previously raised 

the possibility that machines could simulate human behavior, and developed the Turing test to 

differentiate them from humans (Mintz & Brodie, 2019). 

 Methods based on AI have the potential to transform healthcare (Liang et al, 2019), and in 

some areas they are already transforming clinical practice and management (He et al, 2019). 

With the increase of digitized data, machine learning and computing infrastructure, AI 

technologies are expanding into areas that were previously considered to be the domain of 

only human specialists (Yu; Beam; Kohane, 2018). 

 Machine Learning (ML) is an area of AI research that aims to develop algorithms with the 

ability to learn how to perform a given task from experience (Faceli et al, 2011). Algorithms 

(a sequence of reasoning, instructions or operations to achieve a pre-established goal) are able 

to find hidden patterns in data, to classify objects based on the measurement of characteristics 

and to associate patients with specifict clinical and/or laboratory data to a certain health 

outcome (Altman, 2017). 

Machine learning models have been frequently applied for risk assessment (Parikh; Kakad; 

Bates, 2016) and for predicting individual results, helping to advance personalized medicine. 

Its use offers an opportunity to develop algorithms for early diagnosis, analysis of medical 
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images, and predictions of disease incidence, such as cancer and neurodegenerative diseases 

(Gultepe et al, 2016; Mintz & Brodie, 2019; Thakur et al, 2019). 

In veterinary medicine, the use of these technologies will impact veterinarians as much as 

they are starting to impact physicians, helping to provide more efficient, accurate and 

assertive care to patients (Topol, 2019).    

The use of machine learning methods in veterinary medicine has been very limited when 

compared to medicine (Anholt et al, 2014). With the increased use of these tools in veterinary 

medicine, it is expected that better evidence-based outcome assessments will become 

available (Awaysheh et al, 2019).         

This article aims to provide a systematic review of recent machine learning applications in the 

small animal medical clinic, covering their specialties and summarizing the main findings and 

algorithmic strategies. 

 

Metodology 

Research strategies and articles eligibility 

The systematic review was carried out in PUBMED, CAB Abstracts and Scopus. The search 

strategy was based on the use of boolean descriptors and operators (veterinary OR veterinary 

medicine) AND (dog OR canine OR cat OR feline OR small animals) AND (artificial 

intelligence OR deep learning OR machine learning). Subsequently, all studies found in the 

literature were screened according to the title/abstract and full text. 

All studies published in peer-reviewed journals  were considered, without language 

restriction. The systematic research was carried out between January 29 and 30, 2021. 

 

Inclusion and exclusion criteria 

      To select eligible studies, the following criteria were used: i) the data reported should 

belong to primary research that directly applies machine learning; ; ii) did not use proteomics, 

genomics or metabolomics data; iii) studies with small animals (dogs and cats); iv) 

applications exclusively in medical clinic. In the case of poorly explanatory abstracts or 

concerns about the available data, studies were inspected for further consideration. Studies 

that met the criteria were fully evaluated. 

 

Data extraction and analysis 

The studies were classified regarding authorship, title, year of publication, objective of the 

study, type of algorithm used and result, in order to guarantee the reliability of the collected 

data. 

 

Results 

 A total of 152 articles were found in the three electronic databases: Pubmed (n = 151), CAB 

(n = 1) and Scopus (n = 0). The occurrence of duplicity was analyzed, causing the exclusion 

of 1 article, leaving 151 for individual evaluation. After screening for title and abstract, 50 

articles were selected for full reading (Figure 1). Then a further 30 articles were excluded as 
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they were not applications in medical clinic or because there was no application of machine 

learning, leading to the inclusion of 20 articles for the detailed analysis (Table 1). 
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Table 1 - Summary of selected studies. 

 

Author Objective of the study Algorithma Performance 

Metricsb 

Training and test 

 

McEvoy & Amigo 

(2012) 

 

Classify dog radiographs 

 

ANN and PLS-

DA 

 

 

ANN: Sen.=86%; Spe.=100%; 

PLS-DA: Sen.=100% Spe.=89% 

 

 

Training = 78% Test= 22% 

Mirkes et al (2014) 

 

Predict lymphoma diagnosis, 

screening and prognosis 

 

RF, KNN and 

PDE 

AUROC: 0.77 – 0.91 Training = 80% Test= 20% 

 

Awaysheh et al 

(2016) 

Differentiate inflammatory 

bowel disease from 

lymphoma in cats 

NB, DT and 

ANN 

AUROC: NB= 0.95; DT= 0.86 

ANN= 0.94 

Training = 90% Test= 10% 

     

Brinkmann et al 

(2016) 

 

Identification of pre-ictal 

states 

SVM AUROC: 0.72 Training = 80% Test= 20% 

 

Torrecilha et al 

(2017) 

 

Predict parasitic load on 

lymph nodes 

ANN 

 

Ac. = 0.869 

 

Ranged from 10 to 55 

(changing input data) with 18 

different combinations 

Banzato et al. (2018a) 

 

Differentiate meningiomas 

and gliomas 

CNN Sen.=91% 

Spe.= 91% 

 

Training= 70%, Validation= 

15% 

Test= 15% 
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Banzato et al (2018b) Detect degenerative liver 

disease 

 

CNN 

 

AUROC: 

0.91 

Training = 70%, Validation = 

15% 

Test = 15% 

 

Banzato et al (2018c) Canine meningiomas 

graduation prediction 

CNN associated 

or not with 

AlexNet 

Ac.= 

82,2% 

68% 

 

Training = 60%, Validation = 

10% 

Test= 30% 

     

Yoon; Hwang; Lee 

(2018) 

Distinguish between normal 

and abnormal radiographic 

findings 

CNN and BOF 

 

 

Ac.=: 

Ranged from 79.6% to 96.9% in both 

Training = 75% 

Test= 25% 

Bradley et al. (2019) 

 

Kim et al. (2019) 

Predict chronic kidney failure 

in cats 

 

Determine the severity of 

corneal ulcer in dogs 

RNN 

 

 

 

 

CNN 

Sen.= 90.7% 

Spe.= 98.9% 

 

 

 

Ac.=: 

>90% 

Training = 63% 

Test= 37% 

 

 

Training= 74% 

Test = 26% 

    

 

 

Spiteri et al. (2019) Identify neuromorphological 

change and biomarkers 

 

SFS 

 

AUROC: 

CMP = 0,72 

SMS= 0,82 

Training = 85% 

Test= 15% 

Biourge et al.(2020) Predict chronic kidney failure 

in elderly cats 

ANN - MLP 

 

Sen.= 87% 

Spe.= 70% 

Training = 6% 

Test= 94% 
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Boissadyet al (2020) Track thoracic injuries CNN AUROC: 

0,86 

Training = 90% 

Test= 10% 

 

 

 

Burrai et al (2020) Predict the diagnosis of breast 

cancer in dogs 

SGB 

 

Ac.=: 

63% 

Training = 80% 

Test= 20% 

 

Burti et al., (2020) Detect cardiomegaly through 

chest radiography 

CNN 

 

 

 

AUROC: 

>0,9 

Training = 78,5% 

Test= 21,5% 

 

Franzo et al (2020) Predict the probability of 

survival 

RF and LR 

 

AUROC: 

RF= 0.997 

E RL= 0.831 

 

Training = 80% 

Test= 20% 

Li et al (2020) Detect left atrial enlargement 

using chest radiography 

CNN Ac.= 82.71% 

Sen.= 68.42% 

Spe.= 87.09% 

 

Training = 90% 

Test= 10% 

     

     

Reagan; Reagan; 

Gilor (2020) 

Predict diagnosis of 

hypoadrenocorticism in dogs 

AdaBoost AUROC: 

0,994 

Training = 80% 

Test= 20% 



 
 

 

47 

REDVET - Revista electrónica de Veterinaria - ISSN 1695-7504 

Vol 23, No. 2 (2022) 

http://www.veterinaria.org 
Article Received: 28 December 2021; Revised: 20 January 2022; Accepted:  21 January 2022; 
Publication: 30 March 2022 

 

 

Bohannan et al (2021) 

 

Prediction of the 

effectiveness of 

chemotherapy drugs for 

canine lymphoma 

RF AUROC: 

>0,95 

Training = 70% 

Test= 30% 

 

a: Random Forest (RF); k-Nearest Neighbors (KNN); Support Vector Machine (SVM); Artificial Neural Network (ANN); Logistic Regression 

(LR); Stochastic Gradient Boosting (SGB); Sequential forward selection (SFS); Decision Tree (DT); Probability Density Evaluation (PDE); 

Partial Least Squares-Discriminant Analysis (PLS-DA); Bag of features (BOF); CNN= Convolutional Neural Network; Artificial Neural 

Network Multi Layer Perceptron (ANN-MLP); Recurrent Neural Network (RNN). 
b: Sen.= Sensitivity; Spe. = Specificity; Ac. = Accuracy; AUROC = Area Under the Receiver Operating Characteristic. 
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Summary of the results 

The studies tested the predictive performance of a wide range of algorithms, depending on the 

type of data (10 studies used structured data, and 10 used images). Input data for the 

algorithms included the result of anamnesis, physical, laboratory and image exams 

(radiography, computed tomography and ultrasound), in addition to brain signals from 

electroencephalograms. The results show possible applications in several clinical specialties, 

such as medical clinic (4 studies), diagnostic imaging (6 studies), oncology (6 studies), 

nephrology (2 studies), neurology (1 study) and ophthalmology (1 study). 

 

Types of Algorithms used according to data type 

Structured data 

      The random forest algorithm was tested by Mirkes et al (2014), Franzo et al (2020) and 

Bohannan et al (2021), for predictions using clinical and laboratory data, obtaining good 

results from the AUROC, while Reagen et al (2021) used AdaBoost. 

 

Image identification 

Convolutional artificial neural networks were the algorithm most frequently used to detect 

patterns and changes in images, in addition to bag-of-features and SFS. 

 

Countries where the studies were carried out 

The studies were carried out in the United States of America (6/20 = 30%), United Kingdom 

(4/20 = 20%), Italy (5/20 = 25%), France (1/20 = 5%), South Korea (2/20 = 10%), Denmark 

(1/20= 5%) and Brazil (1/20= 5%). In four of them, researchers from different countries 

collaborated to carry out the study. 

 

Programming languages 

        The programming languages used in the study were R (6/20 = 30%), Python (5/20 = 

25%) and Java (9/20 = 45%). The languages were used to run the algorithms in their 

respectives softwares, in addition to MATLAB. 

 

Performance metrics 

In 4 studies, the authors used sensitivity (ratio between true positives and total cases) and 

specificity (ratio between true negatives and total cases), in 6 accuracy (ratio of true positives 

to true negatives), and in 10 the main metric of performance was the area under the receiver 

operating characteristic (AUROC). 

 

Discussion 

Satisfactory performance results were found in all studies that applied ML, both in studies 

that worked with the results of laboratory tests and in those that analyzed images for 

screening and diagnosis. The most used programming languages were R and Python and and 

the most used performance metric was the AUROC. Neural networks were the frequent 
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algorithms, mainly recurrent neural network (CNN) and recurrent neural network (RNN). In 

addition, almost half of the studies were published in 2020, with a noticeable increase in the 

number of publications starting in 2018.  

 In the study by Mirkes et al (2014), random forest (RF) performed better in the three outputs 

tested (differential diagnosis and screening), obtaining an AUROC of 0.771, 0.879 and 0.917 

respectively. Franzo et al (2020) were able to predict the survival of dogs after infection by 

the Parvovirus using RF (AUROC = 0.997), which obtained a better result when compared to 

logistic regression (AUROC = 0.831). 

 RF is an algorithm based on decision trees, which have an organization similar to a 

flowchart, where conditions are checked, and if the flow is met, it follows one branch until the 

end of the flow (Breiman, 2001). RF is created by an ensemble of many decision trees, 

selected through bootstrap aggregating. 

AdaBoost is quick and simple to program and work, creating a highly accurate prediction rule 

by combining many relatively weak rules, selecting the best among the weak classifiers and 

combining them to obtain a strong classifier (Abualkibash et al, 2013). It was used to make 

predictions by Bohannan et al (2021), obtaining an AUROC of 0.95, with a simple and 

inexpensive entry data in clinical routine, managing to predict the occurrence of canine 

lymphoma. 

The two previous algorithms are ensemble techniques that combine the result of multiple 

models in order to produce a better predictive model (Rokach, 2010). There are several 

algorithms for ensemble classifiers, such as bagging, boosting, bayesian averaging, among 

others. In ensemble methods, the predictive performance of the model increases with the 

combination of weaker models (Zhou; Tang, 2006).  

CNNs have dominated some activities, especially those related to medical images, mainly 

radiology (Yamashita et al, 2018). The algorithm is a deep neural network capable of 

receiving an input image, assigning weights to various aspects of the image and apllying 

convolutions techniques. Its wide use in image studies can be explained by its high predictive 

performance and its lower need for pre-processing of the images when compared to other 

techniques (Suganuma; Shirakawa; Nagao, 2017). 

Yoon; Hwang; Lee (2018) compared bag of features  (BOF) with CNN and found that having 

both can be useful in improving the performance of double reading (interpretation of imaging 

exams by two specialists). Since BOF is a simpler model of ML, Christmann et al (2018) 

showed in their study that less complex techniques remain relevant in certain scenarios. 

Bradley et al (2019) and Biourge et al (2020) both used neural networks to predict the 

occurrence of chronic renal failure in cats. The architecture of the algorithm was based on a 

perceptron multilayer artificial neural network (ANN) with backpropagation and a recurrent 

ANN, using similar data as input (creatinine, urea nitrogen blood and urinary density, with 

Bradley et al (2019) also adding age as a predictor). 

Banzato et al (c) used neural networks associated or not with AlexNet (convolutional neural 

network with 8 layers of depth). According to the authors, the main difference between the 
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two CNNs is that AlexNet was trained with a data set of millions of images, while the other 

CNN was trained with a small set of data. 

The most frequently used programming languages in machine learning in health are Python 

and R (Chiavegatto Filho, 2015). Our review confirmed that this is also the case in studies of 

small animals, as half of the selected articles used one of the two languages. 

The studies presented some limitations, such as the statistical validation of the methods on 

new samples, the very limited size of some of the databases, the presence of an imbalance 

between the number of control and cases of the samples, and the application of techniques 

that have high performance on small datasets, but may not show satisfactory results on larger 

samples. Contrary to what is found in medicine, most veterinary records are free text, without 

a clear tabular coding, which is possibly the main barrier to increase the amount of studies 

with machine learning applications and translational research (Zhang et al, 2019). Despite the 

positive results of the application of machine learning in the clinical practice of small animals, 

there are still important technical challenges to overcome, such as the inclusion of complex, 

heterogeneous and large data sets (Altman, 2017). 

 

Conclusion 

Overall, the studies found promising results regarding the use of laboratory tests and 

diagnostic imaging for predictive analyses in small animals, which can soon be an important 

tool for the daily clinical practice of veterinarians. Despite this potential, the vast majority of 

existing studies are still based on applications developed in research environments, using data 

collected retrospectively. There are still important challenges regarding data standardization 

and interoperability of machine learning applications to facilitate their routine use in small 

animals. 
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